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High Dynamic Pressures and Modest Temperatures:
A Broad Perspective and Bridging the Gap

W. J. NeI1is

Lawrence Livermore National Laboratoq, University of California, Livermore, Calfornia 94550,
USA

Pressures up to a few 100 GPa and temperatures as high as a few 1000 K have
been achieved with high dynamic pressures using a two-stage light-gas gun.
Results are reviewed for molecular fluids, metallic hydrogen, solids,
implications for planetary interiors, and structures and properties of materials
recovered intact from high dynamic pressures.
Key words: Dense fluids, metallic hydrogen, planetary interiors

1. Introduction
Dynamic high pressures are applied rapidly to materials to increase density and temperature,

to alter crystal structure and microstructure, and to change physical and chemical properties. Pressures
from 1 to 500 GPa (5 Mbar), compressions up to fifteen fold greater than initial liquid density in the
case of hydrogen, and temperatures ranging from room temperature up to several ev (1 1,600 K) can be
achieved by shock compression of condensed matter. In fact, above 1 GPa the terms shock and
dynamic are used interchangeably. At these extreme conditions the bonding, structure, physical and
chemical properties of condensed matter are changed substantially from what they are at ambient. If
high pressure phases could be quenched to ambient, then new opportunities become available in
condensed matter and material sciences, as well as potential technological applications. The purpose
of this paper is to review results obtained with dynamic high pressures achieved in molecular fluids,
metallic hydrogen and solids, discuss implications for giant planets, and describe the structure and
properties of materials recovered intact from dynamic high pressures.

2. Molecular Fluids and Metallic Hydrogen
Perhaps, the most remarkable observation with this method is metallic fluid hydrogen [1-4].

A metallic state of hydrogen had been sought previously for decades. Those experiments used
cryogenic liquid specimens at atmospheric pressure because of the high density of the liquid compared
to the gaseous phase. The high initial density of the liquid causes a substantially lower temperature
and higher density in the shock-compressed state, than if a gaseous sample were used. To enable
systematic study of highly compressed fluids, a cryogenic system was developed to synthesize liquid
samples [5,6] for compression with a two-stage light-gas gun [2]. This cryogenic sample holder
enabled investigations of a wide variety of liquids with initial temperatures ranging fi-om 4 to 230 K,
including He [7], H2/D2 [1-4,6,8,9], N2 [5,10-13], Oz [5,14,15], Ar [5], Cm [16-18], Xe [19], CO [16],
COZ [20], and NHs [17,2 1] Similar sample holders at room temperature were used to study H20 [21-
24], synthetic Uranus (a mixture of water, ammonia, and isopropanol) [17,25,26] and CH2 and C6H6
[18,27,28].

Because of the short lifetime of a shock experiment, the compression is adiabatic and
temperature increases. The lifetime of a shock state is -100 ns for sample dimensions typical of two-
stage-gun experiments. This time is more than sufficient to achieve thermal equilibrium in dense
fluids. The actual temperature achieved depends sensitively on the number of shocks used to compress
to a given pressure. The greater the number of shocks, the lower the temperature and higher the
density. High dynamic pressures are generated by impact of a planar impactor onto the sample holder.
The impactor is accelerated to velocities in the range 1 to 8 km/s with a two-stage light-gas gun. The
Hugoniot equation of state (EOS) is the locus of pressure-volume-energy (P-V-E) states achieved by
single shock compression. The three Hugoniot equations are based simply on conservation of
momentum, mass, and internal energy across a shock front. Hugoniot points are obtained by

measuring impactor velocity and shock velocity, using the previously measured Hugoniot EOSS of the
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solid impactor and wall of the liquid layer, and using the shock impedance match principal, which
states that shock pressure and material velocity are continuous across an interface between two
dissimilar materials. Temperature is measured from the optical spectrum emitted from a shock front.
Electrical conductivity is measured by inserting electrodes into contact with a shock-compressed
sample. Raman spectra are measured by scattering light from a shock-compressed sample.
Illustrations of pressure-volume Hugoniot EOS, temperature, and electrical conductivity experiments
are shown in Fig. 1. The impactor launched from the gas gun is incident from the left and electrical or
optical signals exit to the right.
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Fig. 1. Experimental arrangements in which either the fust shock or its reflection
from an anvil is diagnosed: (a) Single-shock Hugoniot EOS. Shock velocity is
measured in liquid by placing detectors on each of two levels; (b) Double-shock
Hugoniot EOS. Shock velocity is measured across anvil; (c) Shock emission
temperatures under single and double shock (first shock reflects off window to
produce second shock); and (d) Electrical conductivity of singly-shocked fluid.

One of the most interesting systems observed with these techniques is the continuous
dissociative phase transition in dense fluid nitrogen at 30 to 80 GPa on the Hugoniot [5,10-12]. This
transition causes two unexpected phenomenon: (i) shock-induced cooling, the process in which the
temperature of the shock reflected from the anvil, the second shock, is actually lower than the
temperature of the shock incident on the anvil, the fust shock, and (ii) temperature decreases with
increasing pressure at constant volume. In the case of nitrogen item (ii) is indicative of a large negative
Gruneisen parameter, which is challenging to understand [29,30].

The experimental configuration to measure electrical conductivities of multiply shocked
hydrogen and other liquids [1, 13,1 5,24] is illustrated in Fig. 2. The shock reverberates in the liquid
between the two stiff sapphire anvils. This experiment was used to demonstrate that fluid hydrogen
achieves the minimum electrical conductivity of a disordered metal at 140 GP% ninefold compression of
initial liquid density, and 3000 K. The finite temperature produced by dynamic compression causes a
disordered liquid which facilitates bridging the mobility gap to achieve a metallic state at a lower
pressure than expected for the ordered solid. The metallic state is achieved because pressure reduces the
15 ev gap and thermal disorder fills it in until Eg/kB = T - 2600 K, where Eg is smeared out thermally



and the electronic system has a Fermi surface (Eg = 19 ev). Since T/TF -0.01, metallic hydrogen is

highly degenerate. Fluid hydrogen becomes metallic via a continuous transition from semiconductor to
metal.

Tight-binding MD [31] shows that metallic hydrogen at 3000 K has a peak in the proton-
proton pair distribution function at the separation distance between protons in the molecule and that

“molecules” or dimers are short-lived (-10-14 s). Kinetic, vibrational, and rotational energies of the
transient pairs are comparable. Conduction electrons have a very short mean free path, the distance
between adjacent particles (-2A). This is a strong-scattering system characteristic of minimum metallic
conductivity.

Fluid Cs, Rb, and H at -2000 K metallize with a conductivity of 2000 (S2-cm)-1 at the same

scaled density Dm 1/3a* = 0.38, where Dm is the density of atoms at metallization and a* is the

effective Bohr radius [32]. This nonmetal-metal transition is a Mott transition.
The Herzfeld criterion, which depends only on polarization of the atom [33], gives a

metallization density of 0.60 mol H/cm3, within 7 ‘A of 0.64 mol H7cm3 determined by fitting the
conductivity data to a thermal activation model in the semiconducting regime and determining the

density at which the mobility gap is approximately equal to the thermal energy, Eg - kT [2]. At this
condition the mobility gap is smeared out thermally and the system has a Fermi surface. This
agreement in metallization density between the two methods and the very short short dimer lifetimes

(-10-14 s) suggest that fluid metallic hydrogen is essentially monomeric.

Metallic conductivity, 2000 (L2-cm)-1, is the minimum conductivity of a metal ~min = 2ne2 /

(3hd), where h is Planck’s constant and d = Dm ‘1/3. At metallization density, 0.60 mol H/cm3, ~min

.—6000 (L2-cm)-1, in good agreement with experiment. Metallic conductivities in good agreement with
experiment were calculated with the Ziman model [4] and with tight-binding molecular dynamics [34].
The latter show that the nonmetal-metal transition in hydrogen is density-driven.

In contrast, to the systematic Mott transition to a metallic state in fluid hydrogen [1], oxygen
[15], and nitrogen [13], water is a proton conductor at 100 GPa pressures [24].
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Fig. 2. Schematic of electrical conductivity experiment using shock wave
reverberating between stiff sapphire anvils. Four electrodes in (a) were
connected to circuit in (b). For conductivities lower than metallic, two probes
were used. Impactor is accelerated to -7 lads with two-stage gun [2].

3. Solids
In order to perform experiments on fluids, it is necessary to know the Hugoniot EOS of the solids

used as impactors and as walls of the sample holder. For this reason the Hugoniots of the metals Al,



Cu, and Ta were measured up to a few 100 GPa with a two-stage light gas gun [35]. Higher pressures
were measured in various solid specimens using underground nuclear explosives [36-38].

The graphite to diamond transition was time-resolved with a velocity interferometer for a surface
of any reflector (VISAR) [39,40]. These experiments showed that the dynamics of this transition are
sensitive to the direction of shock propagation with respect to crystallographic orientation and to the
microstructure of the sample.

4. Giant Planets: Experimental Constraints

The Jovian planets Jupiter and Saturn together contain over 400 Earth masses, most of which
is hydrogen. Pressure and temperature in the mantle of Jupiter range up to a 300 GPa and several 1000
K and are about 4 TPa and 20,000 K at the center [41]. Hydrogen is fluid at these conditions [42].
Magnetic fields of giant planets are produced by the convective motion of electrically conducting fluid
hydrogen by dynamo action [43]. These conditions raise some interesting questions about Jupiter. For
example, why is the magnitude of the Jovian magnetic field so large and asymmetric relative to that of
Earth and is there a relatively sharp core-mantle boundary in Jupiter between a molecular mantle and
monatomic core, analogous to the boundary in the Earth between the rocky mantle and iron core? The
most important material to study with respect to the Jovian planets is hydrogen because it has by far
the greatest cosmological abundance. The most important materials to study with respect to the “icy”
planets Uranus and Neptune are water, ammonirq methane, and synthetic Uranus, a representative
mixture. The purpose of this section is to review the current experimental situation for hydrogen,
water, ammoni% methane, and synthetic Uranus and to describe implications for the nature of the
interiors of the Jovian and “icy” planets [44-47]

The transition from diatomic insulating Hz to monatomic metallic H at high pressures and
temperatures in the fluid has been an important issue in Jovian modeling for decades. Some theoretical
work suggested that this transition, often called the plasma phase transition (PPT), is first order [48-
50]. Other work suggested that this transition is continuous in pressure and temperature [51]. Since at
high shock pressures (>15 GPa) and temperatures, no first-order phase transition has ever been
observed in any fluid, it is quite likely that this transition is continuous and, thus, it is most likely that
no sharp core-mantle boundary exists in the Jovian planets.

Depending on the model, the radius in Jupiter at which metallization occurs has ranged
between 0.75 and 0.90 RJ, where RJ is the radius of Jupiter. We estimated where the Jovian magnetic
field is made by estimating where the electrical conductivity of dense fluid hydrogen is large. For
purposes of discussion we assume that the path of pressure-temperature (P-T) states in Jupiter is an
isentrope. Using a fluid model based on our equation-of-state data, the isentrope of pure hydrogen was
calculated from the surface temperature of Jupiter (165 K) [44]. Since He is a small molecule as
hydrogen, the equation of state of a mixture containg -10 at.% He is not expected to be substantially
different from that of pure hydrogen. Temperature rises steeply with increasing pressure (depth in
Jupiter) until molecular dissociation begins at -40 GPa. At higher pressures up to -200 GPa
temperature varies slowly because internal energy is absorbed in dissociation. Electrical conductivity
was calculated along the Jovian isentrope using a scaling relationship derived from measured

conductivities [45]. Metallization (2000 (Q–cm)-l) probably occurs in Jupiter at 140 GPa and 4000 K,

as it does in our laboratory experiments at 140 GPa and 3000 K, because electrical conductivity is
generally slowly varying with temperature in a disordered liquid metal. A pressure of 140 GPa is
reached in Jupiter at a radial position of -0.90 RJ. Assuming that material with a conductivity as low

as that in Uranus, 20 ( Q–cm)-l, contributes to the Jovian surface field, then radii out to 95°/0 RJ

contribute to the surface magnetic field. The model for Jupiter derived ffom these considerations is
illustrated in Fig. 3.
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Figure 3. Schematics of Jovian interior (a) before and (b) after recent hydrogen
experiments at high dynamic pressures and temperatures comparable to those in
Jupiter. Previous picture in (a) has insulating molecular mantle which transitions to
monatomic metallic core via first-order phase transition at 0.75 RJ. Picture in (b)
shows that Hz is molecular down to -40 GPa at -0.95 RJ, (long-dashes), at which
depth dissociation commences and is completed by -0.75 RJ. (solid curve).
Metallization occurs at a depth of at -0.90 RJ (dot-dashes) [45].

Although surface magnetic fields decrease with distance from where they are produced, the
Jovian surface magnetic field is probably not significantly lower than where the field is produced
because it is generated so close to the surface and, thus, its magnitude is relatively large, -10 G. The
large asymmetry in the surface magnetic field is also readily observed for the same reason [52]. That
is, planetary magnetic fields are typically composed of dipolar and higher order components. These
multipole components are proportional to r-”, where n = 3, 4, 5,... The deeper the magnetic field is
produced, the smaller are components of the surface field caused by higher order multipole
components and the more symmetric is the magnetic field.

In contrast with Jupiter, in Saturn the metallic phase of hydrogen is reached at -0.5 Rs, where
Rs is the radius of Saturn [53], much deeper in the planet than in Jupiter. The equatorial surface
magnetic field of Saturn is 0.21 G, substantially smaller than the equatorial surface magnetic field of
Jupiter. Thus, the fact that the magnetic field of Jupiter is generated close to the surface and in Saturn
it is generated much deeper is consistent with the relative magnitudes of their external magnetic fields.

The planets Uranus and Neptune are thought to have evolved from the accretion of nebular
water, ammonia, and methane. At high pressures and temperatures these molecules react chemically to
form complex mixtures. The EOSS of these mixtures are responsible for mass distributions and, hence,
gravitational moments and their electrical conductivities are responsible for magnetic fields of the icy
planets. Water is one of the most studied fluids at high shock pressures. Recent work includes
Hugoniot EOS [21], shock temperatures [22], Rarnan spectroscopy [23], and electrical conductivities
[21, 24]. The Hugoniot [21], shock temperatures [17], and electrical conductivities [21] of ammonia
have been measured. The Hugoniot EOS [16,28,54], shock temperatures [17], and electrical
conductivities [18] of methane and other hydrocarbons have been measured. The mixture “synthetic
Uranus” is composed of water, ammonia, and isopropanol in proportions which give near-
cosmological abundance ratios of H, O, C, and N. Hugoniot, temperature, and conductivity data have

been measured [17, 25,26,55]. These data suggest a maximum conductivity of 20 (Q–cm)-l inside the

giant icy planets, which is responsible for their magnetic fields.
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5. Materials Synthesized and Recovered from High Dynamic Pressures
Dynamic high pressures are used to produce novel crystal structures, microstructure, and

associated properties by subjecting specimens to dynamic pressures and recovering them intact.

Pressure is applied at strain rates up to 108/s and higher, pressures and temperatures reach as high as

100 GPa (1 Mbar) and a few 1000 K for -~sec, and quench at rates up to 1012 bar/s and 109 K/s, as

illustrated in Fig. 4. While pressure releases to zero, temperature releases to a residual value, which is
higher than the initial value because of irreversible shock heating. The residual temperature
approaches the ambient value by thermal conduction into surrounding material. Such experiments are
called recovery experiments. The high quench rates mean that phases and structures synthesized at
high shock pressures and temperatures might be quenched to ambient.

~max

In

Temperature
Tmax 109 K/s

e /

H\

Fig. 4. Shock and release profiles calculated in planar geometry for shock-
compressed Cu. Pressure releases to zero but temperature does not because of
irreversible shock-heating.

Experiments discussed here use a two-stage light-gas gun [56] to accelerate a planar metal
projectile to a maximum impactor velocity of -4 km/s with He driving gas, which produces 120 GPa
for a Cu plate impacting a Cu target. Recovering a sample intact becomes progressively very difficult
above 100 GPa. Specimens are typically 10 mm in diameter and 0.001 to 1 mm thick. Initial
temperatures can be varied in the range 100 to 1300 K [57]. A representative configuration of the
fixture which holds a specimen which is shocked and recovered intact is illustrated in Fig. 5. Some
examples of effects produced in materials are described below.
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Fig. 5. Schematic of an experiment to recover specimen shocked to pressures up
to 100 GPa. Projectile is launched by two-stage light-gas gun [2,56].

5.1 Nanocrystalline Materials
Shock compression of single-crystal quartz causes the formation of polycrystalline grains,

which facilitates flow of the bulk sample under rapid deformation at shock pressures of 20 to 50 GPa.
As a result the grain boundaries reach very high heterogeneous temperatures, which reduce SiOz to Si
and O, which in turn phase separate. Because the duration of maximum pressure in these experiments
is a few 100 ns, there is sufficient time only for nanocrystalline Si (n-Si) particles to nucleate and grow
in situ within the solid SiOz. These nanoparticle have the well-ordered diamond crystal structure [58].
The size distribution of n-Si can be tuned by choice of shock pressure and its duration. The chemical
histo~ of this n-Si is completely different than that of samples made with traditional wet-chemistry
methods, which might shed light on the mechanism of their photoluminescence; that is, is
photoluminescence caused by quantum confinement or oxygen passivation of the Si surface, and what
are the optical effects caused by shock-induced defects?

5.2 Films
High-pressure phases might be synthesized and quenched metastably. Nb films 1-10 pm

thick have been recovered from 100 GPa shock pressure [59], demonstrating the feasibility of this
process for thin samples with maximum quench rates. This rapid quenching method might be useful,
for example, for quenching metallic fluid hydrogen in a one micron-thick sample to a metallic glass at
ambient pressure [60]. It has been shown calculationally that pressures (-140 GPa) and temperatures
(-3000 K) required for hydrogen metallization can be achieved by irradiation with a high-intensity
pulsed laser [61].

5.3 Shock-Induced Defects and Fluxpinning
Shock deformation induces dislocations and stacking faults, which pin magnetic flux and

enhance magnetic hysteresis and magnetic levitation force in superconducting YBa2Cu307-x. By

using highly ordered melt-textured specimens and orienting their slip plane at 30° with respect to the
shock direction, these brittle oxide specimens can be shocked without macroscopic fracture. After
annealing the shocked specimen in oxygen to repair shock-induced damage in bulk, dislocations are
converted into stacking faults. As a result the magnetic hysteresis, and thus critical current density, at
1 kOe and 70 K is about 20 % greater than the value before shock at 7 GPa [62].

Shock compaction of SmCo5 particles at -8 GPa enhances cohersive forces, increasing the
“permanency” of this permanent ferromagnet [63].

5.4 Synthesis of Hard Materials
Potentially new hard materials can be synthesized and recovered from dynamic high

pressures. For example, shock-compressed mixtures of C60 fhllerenes and Cu powders produce fine
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grained diamond [64]. Nanocrystalline metastable diamond films have been produced by shock
compression of 2 pm thick C60 fi.dlerene films [65].

5.5 Powder Consolidation
Dynamic compaction rapidly consolidates powders by depositing compressive energy on

particle surfaces, which are heated heterogeneously, often bond together, and then quench thermally to
the interiors of the particles forming a dense compact. Advantages include: i) focussing energy on
particle surfaces so that the whole bulk system does not need to be heated for compaction and ii)
consolidating powders so quickly that grains do not have time to grow nor do metastable phases have
time to decompose. Single-piece disks of both conventional and rapidly solidified alumina/zirconia
ceramics have been consolidated by a reverberating shock wave [66]. A computational model has
been developed for dynamic compaction which could be applied to a wide varie~ of materials,
pressures, and consolidation rates and, thus, address key issues computationally [67].

5.6 Shock-Induced Melting and Rapid Resolidification
Because powders have a lower initial density than a crystalline solid, powders are more

compressible and, thus, have higher internal shock energies and higher shock temperatures at a given
volume than do solid specimens. Thus, there is a range of relatively high shock pressures in which
powders are readily shock melted in bulk and thermally quenched by thermal conduction into
surrounding solid metals such as Cu. At relatively lower shock pressures powders are simply
compacted dynamically by a shock as discussed in 5.5. Model calculations were used to predict that
Cu-Zr powders would compact at 16 GPa and shock-melt at 60 GPa, as observed by experiment [68].
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